Abstract—Statistical Model Checking (SMC) is a computationally very efficient verification technique based on selective system sampling. One well-identified shortcoming of SMC is that, unlike probabilistic model checking, it cannot be applied to systems featuring nondeterminism, such as Markov Decision Processes (MDP). We address this limitation by developing an algorithm that resolves nondeterminism probabilistically, and then uses multiple rounds of sampling and Reinforcement Learning to provably improve resolutions of nondeterminism with respect to satisfying a Bounded Linear Temporal Logic (BLTL) property.

Our algorithm thus reduces an MDP to a fully probabilistic Markov chain on which SMC may be applied to give an approximate solution to the problem of checking the probabilistic BLTL property. We integrate our algorithm in a parallelised modification of the PRISM simulation framework. Extensive validation with both new and PRISM benchmarks demonstrates that the approach scales very well in scenarios where symbolic algorithms fail to do so.

Index Terms—Statistical Model Checking, Markov Decision Processes, Approximate Planning, Bounded Linear Temporal Logic.

I. INTRODUCTION

Model Checking [1] (MC) is a successful set of techniques aimed at providing formal guarantees (usually expressed in some form of temporal logic) for models that can be specified as transition systems. There has been a lot of interest in the MC community for extensions of the classical algorithms to probabilistic settings, which are more expressive but significantly harder to analyse. These extensions study the Probabilistic Model Checking (PMC) problem, where the goal is to find the probability that a property holds in some stochastic model.

When solving the PMC problem, it is often possible to trade-off correctness for scalability. There is extensive work on how the PMC problem can be solved through exact techniques [2], [3], [4], which compute correct probability bounds. Exact techniques do, however, rely on reasoning about the entire state space, which is widely considered to be the limiting factor in their applicability to large problems. The complementary approach is known as Statistical Model Checking (SMC), which is based on selectively sampling traces of the system until enough statistical evidence has been found. Although it trades away the iron clad guarantees of PMC for statistical claims, SMC requires comparatively little memory, thus circumventing the most pressing limitation of classical PMC techniques. In addition, sampling is usually very efficient even for large systems.

Currently, one shortcoming of SMC compared to exact methods is that it does not handle systems with nondeterminism, since it is not clear how to resolve nondeterminism during sampling. Thus, SMC can only be directly applied to fully probabilistic systems, such as Markov chains. In this work, we address this problem.

We develop and study a statistical algorithm to enable the application of SMC in Markov decision processes (MDPs), the de facto standard for modelling discrete systems exhibiting both stochastic and nondeterministic behaviour. The main difficulty for the PMC problem in MDPs is that it requires properties to hold in all resolutions of nondeterminism, or schedulers. Properties, expressed in temporal logic and interpreted over traces, often check for bad behaviour in the modelled system. In this case, one would check that, for all schedulers, the probability of bad behaviour occurring is less than some small value.

This goal can be reduced to finding the probability under a most adversarial, or optimal scheduler: one that maximises the probability of satisfying the property. Unfortunately, an exhaustive study of all schedulers would not be computationally feasible. On the other hand, checking only isolated schedulers would not give any significant insight about the behaviour of the system under the optimal resolution of nondeterminism.

Exact methods typically find these optimal schedulers using a fixed point computation that requires propagating information throughout the entire state space whereas our approach does a guided search for the most adversarial schedulers. Because of this, we need to consider only a very small fraction of the potential schedulers. We sample from the model under an arbitrary candidate scheduler to estimate how “good” each transition is, i.e., how much it contributes to the satisfaction of the property. Then we reinforce good transitions, provably improving the scheduler, and start sampling again with this new candidate. Once we are confident that we have a sufficiently good scheduler, we can use any method for solving the PMC problem for fully probabilistic systems (like classical SMC) to settle the original query. One important advantage of this approach is that, like in non-probabilistic model checking, if the algorithm finds that the property is false, it provides...
a counterexample scheduler, which can then be used for debugging purposes.

PRISM [2] is a state-of-the-art probabilistic model checker. We implemented our algorithm in Java, using a parallelised version of PRISM’s simulation framework for trace generation. This allows us to seamlessly use PRISM’s specifications for MDPs. We take care to ensure that our multi-threaded modification of the framework remains statistically unbiased. We apply our algorithm to both the PRISM benchmark suite as well as to new benchmarks and perform an extensive comparison. The results show that the algorithm is highly scalable and efficient. It also runs successfully on problems that are too large to be tackled by PRISM’s exact engine.

II. RELATED WORK

Numerical methods compute high precision solutions to the PMC problem [3], [4], [2], [5], [6], [7], but fail to scale for very large systems. Several authors [8], [9], [10], [11] have studied Statistical Model Checking, which handles the PMC problem statistically in fully probabilistic systems. Several implementations [12], [13] have already shown the applicability of SMC. One serious and well identified shortcoming of SMC is that it cannot be applied to even partially nondeterministic systems. The canonical example is a Markov Decision Process (MDP), where one must guarantee some probabilistic property regardless of the resolution of nondeterminism.

We are aware of two attempts at using statistical techniques to solve the PMC problem in nondeterministic settings. In [14], Lassaigne and Peyronnet, deal with planning and verification of monotone properties in MDPs using an adaptation of Kearn’s learning algorithm. In addition, in [15], Bogdoll et al. consider this problem with the very restricted form of nondeterminism induced by the commutativity of concurrently executed transitions in compositional settings (spurious nondeterminism).

To solve the general problem, we draw from the Reinforcement Learning literature [16], [17]. Real-Time Dynamic Programming [18] works in a setting similar to PMC. It also uses simulation for the exploration of near-optimal schedulers, but still needs to store the entire system in memory, suffering from the same limitations as numerical PMC techniques.

The scheduler optimisation stage of our algorithm works in a fashion similar to some Monte Carlo methods [16], despite the fact that one maximises the probability of satisfying some path property external to the model and the other maximises some discounted reward inherent to the model. Monte Carlo methods estimate, through simulation, a “fitness” value for each state and then use these values to greedily update their guess as to which is the best scheduler. An similar idea is at the core of our algorithm.

III. PROBABILISTIC MODEL CHECKING FOR MDPs

In this section we lay the necessary formal foundations to define the probabilistic model checking problem.

A. State Labeled Markov Decision Processes

Markov decision processes are a popular choice to model discrete state transition systems that are both probabilistic and nondeterministic. Standard statistical model checking does not handle nondeterminism and thus cannot be directly applied to these models. Schedulers are functions used to resolve the nondeterminism in Markov decision processes. A MDP in which nondeterminism has been resolved becomes a fully probabilistic system known as a Markov chain.

In the setting of PMC, it is customary to assume the existence of a state labelling function $L$ that associates each state with a set of propositions that are true in that state.

Definition 1 (Markov Decision Process): A State Labeled Markov Decision Process (MDP) is a tuple $M = \langle S, \pi, A, \tau, L \rangle$ where $S$ is a (finite) set of states, $\pi \in S$ is an initial state, $A$ is a (finite) set of actions, $\tau : S \times A \times S \rightarrow [0, 1]$ is a transition function such that for $s \in S, a \in A$, either $\sum_{s' \in S} \pi(s, a, s') = 1 \ (a$ is enabled) or $\sum_{s' \in S} \tau(s, a, s') = 0 \ (a$ is disabled), for each $s \in S$ there exists at least one action enabled from $s$ and $L : S \rightarrow 2^{AP}$ is a labelling function mapping each state to the set of atomic propositions true in that state.

For each state $s$ and enabled action $a$, $\tau(s, a, s')$ gives the probability of taking action $a$ in state $s$ and moving to state $s'$. At least one action needs to be enabled at each state. The transitions are assumed to take one “time step” so there is no notion of real time. Because of this, MDPs are particularly suited for reasoning about the ordering of events without being explicit about their timing.

A scheduler for a MDP resolves the nondeterminism in each state $s$ by providing a distribution over the set of actions enabled in $s$.

Definition 2 (Scheduler): A memoryless scheduler for a MDP $M$ is a function $\sigma : S \times A \rightarrow [0, 1]$ s.t. $\sum_{a \in A} \sigma(s, a) = 1$ and $\sigma(s, a) > 0$ only if $a$ is enabled in $s$.

A scheduler for which either $\sigma(s, a) = 1$ or $\sigma(s, a) = 0$ for all pairs $(s, a) \in S \times A$ is called deterministic. In this work, by scheduler, we mean memoryless scheduler. For a discussion on this design decision, see [19].

Definition 3 (Markov Chain): A State Labeled discrete time Markov chain is a tuple $M = \langle S, \pi, A, P, L \rangle$ where $S$ is a (finite) set of states, $\pi \in S$ is an initial state, $A$ is a (finite) set of action names, $P : S \times A \times S \rightarrow [0, 1]$ is a transition function such that for $s \in S$, $\sum_{a \in A} \sum_{s' \in S} P(s, a, s') = 1$ and $L : S \rightarrow 2^{AP}$ is a labelling function mapping each state to a set of atomic propositions that are true in that state.

There is a set of paths associated with each Markov chain $M$. A path in $M$, denoted $\pi \in M$, is an infinite sequence $\pi = \pi_0 \xrightarrow{a_0} s_1 \xrightarrow{a_1} s_2 \ldots$ of states s.t. for all $i \in \mathbb{N}$, $P(s_i, a_i, s_{i+1}) > 0$. Given a path $\pi$, the $n$-th state of $\pi$, denoted $\pi^n$, is $s_n$; the $k$-prefix of $\pi$, denoted $\pi|_k$ is the finite subsequence of $\pi$ that ends in $\pi_k$; and the $k$-suffix of $\pi$, denoted $\pi|_k^\infty$ is the infinite subsequence of $\pi$ that starts in $\pi_k$.

The transition function $P$ induces a canonical probability space over the paths of $M$ as follows. We define the function $P_{\pi|_j}^\infty$, over finite prefixes: for prefix
\[ \pi = \pi \xrightarrow{a_0} s_1 \ldots \xrightarrow{a_{k-1}} a_k, \quad Pr_f(\pi) = 1 \text{ if } k = 0, \quad Pr_f(\pi) = P(\pi, a_0, s_1) P(s_1, a_1, s_2) \ldots P(s_{k-1}, a_{k-1}, s_k) \quad \text{otherwise.} \]

This function extends to a unique measure \( Pr \) over the set of (infinite) paths of \( M \) [20].

**Definition 4 (Markov chain induced by a scheduler):** Given a MDP \( M = (S, \pi, A, \tau, L) \) and a scheduler for \( M \), \( \sigma \), the Markov chain induced by \( \sigma \), is the Markov chain \( M^\sigma = (S, \pi, A, P, L) \) where \( P(s, a, s') \equiv \sigma(s, a) \tau(s, a, s') \).

This resolution of nondeterminism will enable us to apply SMC techniques to MDPs, provided we find a suitable scheduler.

**B. Bounded Linear Temporal Logic**

Linear Temporal Logic (LTL) [21] is a formalism used to reason about the ordering of events without introducing time explicitly. It is interpreted over sequences of states. Each state represents a point in time in which certain propositional assertions hold. Once an event changes the truth value of these assertions, the system moves to a new state.

Sampling and checking of paths needs to be computationally feasible. Since LTL may require paths of arbitrary size, we instead use *bounded* LTL, which requires only paths of bounded size [22]. In addition, for each path, we may identify a smallest prefix that is sufficient to satisfy or refute the property, which we will call the minimal sufficient prefix of the path. This notion is useful in practice to avoid considering unnecessarily long paths. The syntax and semantics of BLTL are summarised in Table I.

<table>
<thead>
<tr>
<th>Syntax: ( \varphi := p \mid \neg \varphi \mid \varphi \lor \psi \mid F^{\leq n} \varphi \mid G^{\leq n} \varphi \mid \varphi U^{\leq n} \varphi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantics: ( \pi \models \varphi ) iff...</td>
</tr>
<tr>
<td>( p \in \mathcal{L}(\pi^n) )</td>
</tr>
<tr>
<td>( \pi \not\models \varphi_1 )</td>
</tr>
<tr>
<td>( \exists i &lt; n : \pi^i \models \varphi_1 )</td>
</tr>
<tr>
<td>( \forall i &lt; k : \pi^i \models \varphi_1 )</td>
</tr>
<tr>
<td>( \exists i \leq n \forall k \leq i : \pi^k \models \varphi_2 ) and ( \pi^i \models \varphi_2 )</td>
</tr>
</tbody>
</table>

**TABLE I:** Syntax and semantics of BLTL. \( \pi = \pi_0 \xrightarrow{a_0} \pi_1 \xrightarrow{a_1} \pi_2 \ldots \) is a path. \( \pi^i \) is the suffix of \( \pi \) starting at \( \pi^i \). \( L \) is given and maps states, \( \pi^i \), to the subset of atomic propositions that are true in that state.

| Informally, \( F^{\leq n} \varphi_1 \) means “\( \varphi_1 \) will become true within \( n \) transitions”; \( G^{\leq n} \varphi_1 \) means “\( \varphi_1 \) will be remain true for the next \( n \) transitions” and \( \varphi_1 U^{\leq n} \varphi_2 \) means “\( \varphi_2 \) will be true within the next \( n \) transitions and \( \varphi_1 \) remains true until then”. The classical connectives follow the usual semantics. |

**C. Probabilistic and Statistical Model Checking**

Let \( M \) be a MDP, \( \varphi \) be a BLTL property and \( 0 < \theta < 1 \) be a rational number. The problem of PMC for these parameters, denoted \( P_{\leq \theta}(\varphi) \), lies in deciding whether \( \forall \sigma : Pr(\{ \pi : \pi \in M^\sigma, \pi \models \varphi \}) \leq \theta \), that is, “Is the probability of the set of paths of \( M^\sigma \) that satisfy \( \varphi \) at most \( \theta \) for all schedulers \( \sigma \)?”

The formula \( \varphi \) usually encodes an undesirable property, e.g. reaching an error state or violating a critical condition. If we can find the scheduler that maximises the probability of satisfying \( \varphi \), then we can compare that probability with \( \theta \) to answer the PMC query, since all other schedulers will achieve a lower value. It can be easily shown that deterministic schedulers are sufficient for achieving this maximum probability.

Some state-of-the-art techniques for the PMC problem in MDPs [3], [2] usually rely on symbolic methods to encode the state-action graph of the MDP in compact representations [23], [24]. Using this representation, such approaches compute the exact maximum probability of satisfying the property through an iterative method that propagates information throughout the state space.

Fully probabilistic models, like Markov chains, exhibit probabilism but not nondeterminism. These models admit only the trivial scheduler that selects the single available distribution at each state. The PMC problem for fully probabilistic systems then reduces to deciding whether the probability of satisfying \( \varphi \) under that scheduler is greater than \( \theta \). For solving this problem, there exists an efficient sampling based technique known as Statistical Model Checking (SMC).

SMC comes in two flavours: *hypothesis testing* solves the PMC problem stated above; independent traces of a system are analysed until a meaningful decision can be reached about the hypothesis “probability of satisfaction of \( \varphi \) is smaller than \( \theta \).” Without going into much detail, a quantity that measures the relative confidence in either of the hypotheses, called the *Bayes factor* (or the likelihood ratio in the case of the SPRT [8]), is dynamically recomputed until enough statistical evidence has been gathered to make a decision. The other kind of SMC is *interval estimation*, where traces are sampled until a probability of satisfaction can be estimated within some confidence interval [25]. This value is then compared against \( \theta \). Hypothesis testing is often faster than interval estimation, whereas interval estimation finds the actual probability of satisfying \( \varphi \). The suitability of either of the techniques, naturally, depends on the specific problem at hand.

In conclusion, since SMC solves the PMC problem statistically on Markov chains, SMC for MDPs reduces to the problem of finding an optimal scheduler for the PMC problem.

**IV. Statistical Model Checking for MDPs**

In this section, we present our algorithm for applying SMC to MDPs. We start with an overview of the procedure and then discuss each of its stages in detail.

**A. Overview**

Up to confidence in the results of classical SMC, the algorithm we propose is a false-biased Monte Carlo algorithm. This means that the algorithm is guaranteed to be correct when it finds a counterexample and it can thus reject \( P_{\leq \theta}(\varphi) \). When the algorithm does not manage to find a counterexample, it can retry the search; if it fails once again, then its confidence about the inexistence of such a counterexample becomes higher. In other words, negative answers can always be trusted, and positive answers can eventually be trusted with arbitrarily high confidence. The goal of each run of our algorithm (the flow...
of which is depicted in Figure 1) is to find a near-optimal scheduler starting from an uninformative uniform candidate.

In an initial scheduler optimisation stage, we search for a candidate near-optimal scheduler by iterating over two procedures: the scheduler evaluation phase consists in sampling paths from the Markov chain induced by a candidate scheduler \( \sigma \); using this information, we estimate how likely it is for each choice to lead to the satisfaction of the property \( \varphi \). The estimates are then used in the scheduler improvement phase, in which we update the candidate scheduler \( \sigma \) by reinforcing the actions that led to the satisfaction of \( \varphi \) most often. In this way, we obtain a provably better scheduler that focuses on the more promising regions of the state space in the next iteration of the scheduler evaluation phase.

In the subsequent SMC stage, we use classical SMC (or we could use exact PMC for Markov chains) to check if the candidate scheduler \( \sigma \) from the previous stage settles the original query. If the property \( Pr(\{ \pi : \pi \in \mathcal{M}^\sigma, \pi \models \varphi \}) \leq \theta \) is false under this scheduler \( \sigma \), we can safely claim that the MDP does not satisfy the property \( P_{\leq \theta}(\varphi) \), because we found a counterexample scheduler \( \sigma \). Otherwise, we can restart the learning algorithm in an attempt to get a better scheduler. We will show that doing this will exponentially increase confidence in the claim that the MDP satisfies the property.

**Algorithm 1 Scheduler Evaluation**

1: **Require**: Scheduler \( \sigma \), Maximum number of samples \( N \)
2: \( \forall (s,a) \in S \times A \quad R^+(s,a) \leftarrow 0, \ R^-(s,a) \leftarrow 0 \)
3: \( \forall (s,a) \in S \times A \quad Q^0(s,a) \leftarrow \sigma(s,a) \)
4: for \( i = 1, ..., N \) do
5: \quad Sample minimal sufficient path \( \pi \) from \( \mathcal{M}^\sigma \)
6: \quad for \( j = 1, ..., |\pi| \) do
7: \quad \quad \( (s,a) \leftarrow \pi^j \)
8: \quad \quad if \( \pi \models \varphi \) then
9: \quad \quad \quad \( R^+(s,a) \leftarrow R^+(s,a) + 1 \)
10: \quad \quad else
11: \quad \quad \quad \( R^-(s,a) \leftarrow R^-(s,a) + 1 \)
12: \quad end if
13: \quad end for
14: end for
15: for \( R^+/ R^-(s,a) \) modified in lines 9 or 11 do
16: \quad \( \hat{Q}^\sigma(s,a) = \frac{R^+(s,a)}{R^+(s,a) + R^-(s,a)} \)
17: end for
18: return \( \hat{Q}^\sigma \)

**Remark 1 (Minimal sufficient paths):** Recall from Subsection III-B that, along any path, there is an earliest point where
we can decide if the path satisfies \( \varphi \). After this point, the remainder of the path becomes irrelevant for purposes of deciding about satisfaction or refutation of the property. Thus, we only reward or penalise actions in the minimal sufficient prefix of a path. Any further reward would not be informative.

C. Scheduler Improvement

Scheduler improvement is the second procedure that alternates in the scheduler optimisation stage. It is described in Algorithm 2. It takes as input a scheduler \( \sigma \) and the associated estimated quality function \( \hat{Q} : S \times A \to [0,1] \) from the previous stage. This procedure generates a scheduler \( \sigma' \), an improved version of \( \sigma \), obtained by greedily assigning higher probability to the most promising actions in each state, i.e. those that led to satisfying \( \varphi \) most often. The remaining probability is distributed according to relative merit amongst all actions. We use a greediness parameter \( 1 - \epsilon \) that controls how much probability we assign to the most promising choice. This parameter can be tailored to be small if the system does not require much exploration or large otherwise.

It is important to guarantee that the update does not create a scheduler that blocks the future exploration of any path. If, in the present round, a state-action pair has very poor quality, we want to penalise it, but not disable it entirely. Combining the new greedy choices with the previous scheduler (according to a history parameter \( h \)) ensures that no choice is ever blocked as long as the initial scheduler does not block any actions.

**Algorithm 2 Scheduler Improvement**

1. **Require:** Scheduler \( \sigma \), History parameter \( 0 < h < 1 \), Greediness parameter \( 0 < \epsilon < 1 \), Quality function estimate \( \hat{Q} \)
2. \( \sigma' \leftarrow \sigma \)
3. for \( s \in S \) do
   4. \( a^* \leftarrow \arg \max_{a \in A} \{ \hat{Q}^\sigma(s,a) \} \)
   5. \( \forall a \in A \) \( p(s,a) \leftarrow I\{a = a^*\}(1 - \epsilon) + \epsilon \left( \frac{\hat{Q}^\sigma(s,a)}{\sum_{a \in A} \hat{Q}^\sigma(s,a)} \right) \)
   6. \( \forall a \in A \) \( \sigma'(s,a) \leftarrow h\sigma(s,a) + (1 - h)p(s,a) \)
7. end for
8. return \( \sigma' \)

D. Scheduler Optimisation

Scheduler optimisation simply consists in alternating the scheduler evaluation and the scheduler improvement procedure to incrementally optimise a candidate scheduler.

Since we do not have any prior belief in what constitutes an optimal scheduler, the scheduler is initialised with a Uniform distribution (unbiased!) in each state, ensuring no action is ever blocked. The procedure is described in Algorithm 3.

**Remark 2 (Dynamic sampling bounds):** We propose and implement an optimisation to Algorithm 1. If during scheduler evaluation the algorithm has sampled enough satisfying traces to confidently claim that the current scheduler is a counterexample to \( P_{\exists \sigma}(\varphi) \), then it has answered the original query and may stop sampling. In fact, it may stop learning altogether.

**Algorithm 3 Scheduler Optimisation**

1. **Require:** \( \sigma, h, \epsilon, N \), Maximum number of alternations between evaluations and improvements \( L \)
2. for \( i = 1, \ldots, L \) do
3. \( \mathcal{M}^\sigma \leftarrow \text{MC induced by MDP } \mathcal{M} \text{ and scheduler } \sigma \)
4. \( \hat{Q} \leftarrow \text{SCHEDULER-EVALUATE}(\sigma, N) \)
5. \( \sigma \leftarrow \text{SCHEDULER-IMPROVEMENT}(\sigma, h, \epsilon, \hat{Q}) \)
6. end for
7. return \( \sigma \)

Fortunately, Bayesian hypothesis testing provides us with a method to quantify the confidence with which we may answer a question. Since this method is computationally cheap, it can be used online to stop the algorithm. Alternatively, SPRT [8] could be used to the same end. For further details, please refer to [19].

E. Determinisation

Despite being sufficient to achieve maximum probabilities, deterministic schedulers are a poor choice for exploring the state space through simulation: sampling with a deterministic scheduler provides information only for the actions that it chooses. Probabilistic schedulers are more flexible, explore further, and enable reinforcement of different actions. Thus, we always use probabilistic schedulers in the exploration part of our algorithm.

Ideally, \( \sigma \) converges to a near-deterministic scheduler, but due to our commitment to exploration, it will never do so completely. Before using SMC to answer the PMC question, we thus greedily determinise \( \sigma \). More precisely, we compute a scheduler that always picks the best estimated action at each state. Formally, \( \text{DETERMINISE}(\sigma) \) is a new scheduler such that, for all \( s \in S \) and \( a \in A \)

\[
\text{DETERMINISE}(\sigma)(s,a) = I\{a = \arg \max_{a \in A} \sigma(s,a)\}
\]

We thus hope to redirect the residual probabilities of choosing bad actions to the promising regions of the state space. In practice, this step makes a significant difference.

F. Number of Runs

Although we will show that the scheduler optimisation stage converges towards optimal schedulers, at any given point we cannot quantify how close to optimal the candidate scheduler is. Statistical claims are possible, however. If the current candidate is sufficient to settle the original PMC query, the algorithm can stop immediately. If it is not, it may be restarted after a reasonable number of improvement iterations. These restarts help our algorithm finding and focusing on more promising parts of the state space it might have missed before. Algorithms like this are called biased Monte Carlo algorithms. Given a confidence parameter \( \eta \) on how likely each run is to converge, we can make a statistical claim up to arbitrary confidence \( \gamma \) on the number of times we have to iterate the algorithm, \( T_{\eta,\gamma} \).
Theorem 1 (Bounding Theorem [26]): For a false-biased, $p$-correct Monte Carlo algorithm (with $0 < p < 1$) to achieve a correctness level of $(1 - \eta)$, it is sufficient to run the algorithm at least a number of times:

$$T_{n,p} = \frac{\log_2 \eta}{\log_2(1 - p)}$$

This result guarantees that, even in cases where the convergence of the scheduler learning procedure in one iteration is improbable, we will only need to run the procedure a relatively small number of times to achieve much higher confidence. Taking all these considerations into account, the main SMC procedure for MDPs is laid out in Algorithm 4.

Algorithm 4 Statistical Model Checking for Markov Decision Processes

1: **Require**: $h, \epsilon, N, L$, Confidence parameter for convergence $p$, Required confidence $\eta$
2: for $i = 1, \ldots, T_{n,p}$ do
3: \quad $\forall s \in S \forall a \in A(s)$, $\sigma(s, a) = \frac{1}{|A|}$
4: \quad $\sigma \leftarrow \text{OPTIMISE SCHEDULER} (\sigma, h, \epsilon, N, L)$
5: \quad $\sigma \leftarrow \text{DETERMINISE}(\sigma)$
6: \quad if HYPOTHESIS TESTING(M$^{\sigma}$, $\varphi$, $\theta$) = False then
7: \quad \quad return False
8: end if
9: end for
10: return Probably True

An important requirement of this algorithm and Theorem 1 is that we have a positive probability of convergence to an optimal scheduler during scheduler learning. In the next section, we prove this to be the case.

V. CONVERGENCE

In this section, we show that the algorithms presented in section IV are correct. This means that the schedulers found in Algorithm 4 converge to optimal schedulers, under the metric of maximising the probability of satisfying $\varphi$.

1) Scheduler Evaluation: Reinforcement learning algorithms are typically based on estimating quality functions with respect to particular schedulers – functions that quantify how good it is to perform a given action in a given state. In our case, for a property $\varphi$, MDP $M$ and a scheduler $\sigma$, the quality function $Q^\sigma : S \times \Sigma \rightarrow [0, 1]$ associates to each enabled state-action pair $(s, a)$, the probability of satisfying $\varphi$, having taken $a$ from $s$:

$$Q^\sigma(s, a) = \frac{Pr\{\pi : (s, a) \in \pi, \pi \models \varphi\}}{Pr\{\pi : (s, a) \in \pi\}},$$

which is, by definition, the probability of satisfying $\varphi$ conditioned on having passed through $(s, a)$. Using a common abuse of notation, we will write this expression as

$$Q^\sigma(s, a) = Pr(\pi \models \varphi | (s, a) \in \pi)$$

Since our sampling is unbiased, each observation of $(s, a)$ during sampling is an independent, identically distributed estimate of the value of $Q^\sigma(s, a)$. By the Strong Law of Large Numbers, the sequence of empirical averages of these observations converges to the true value of $Q^\sigma(s, a)$ as long as there is a non-zero probability of reaching $(s, a)$ [27]. Furthermore, we know the standard deviation of the error decreases as $1/\sqrt{n}$.

This is enough to guarantee that, with a sufficiently high number of samples, the quality estimation function $Q^\sigma(s, a)$ computed in scheduler evaluation phase (Algorithm 1) approximates the true quality function $Q(s, a)$ arbitrarily well.

2) Scheduler improvement: In order to analyse scheduler improvement, it will be useful to introduce a quantity related to quality, known as value. Value is a measure of how good it is to be in a state for purposes of satisfying $\varphi$.

Formally, for a property $\varphi$, a MDP $M$ and a scheduler $\sigma$, the value function $V^\sigma : S \rightarrow [0, 1]$ associates to each state $s$ the probability of satisfying $\varphi$ in a path that passes through $s$:

$$V^\sigma(s) = Pr(\pi | \varphi | (s, a) \in \pi, a \in A(s))$$

Notice that we can compute $V^\sigma$ from $Q^\sigma$ by marginalising out the actions enabled at $s$ in Equation 1.

$$V^\sigma(s) = \sum_{a \in A(s)} \sigma(s, a)Q^\sigma(s, a)$$

It is important to notice that for the initial state $\pi$, $V^\sigma(\pi) = Pr(\{s : \pi \models \varphi\})$, which is exactly the value we are trying to maximise. We will show that for a scheduler $\sigma'$ obtained from a scheduler $\sigma$ in Algorithm 2, $V^\sigma(\pi) \geq V^\sigma(\sigma')$. Since our goal is to maximise the probability of satisfying $\varphi$, this is a guarantee that the algorithm makes progress towards a better scheduler. In order to prove this inequality, we will use a well-known theorem from reinforcement learning.

To understand the following results, it is useful to consider the notion of local update of a scheduler. Consider two schedulers $\sigma$ and $\sigma'$. The local update of $\sigma$ by $\sigma'$ in $s$, denoted $\sigma|\sigma(s) \mapsto \sigma'(s)$, is the scheduler obtained by following $\sigma$ in all states except in state $s$, where decisions are made by $\sigma'$ instead. Theorem 2 asserts that, if locally updating $\sigma$ by $\sigma'$ always yields a better result than not doing so, then globally updating $\sigma$ by $\sigma'$ also yields a better result.

Theorem 2 (Scheduler improvement [16], Section 4.2): Let $\sigma$ and $\sigma'$ be two schedulers and $\forall s, V^\sigma|s(s') \geq V^\sigma(s)$ then $\forall s \in S : V^\sigma(\pi) \geq V^\sigma(s)$. $\forall s, V^\sigma(\pi) \geq V^\sigma(s)$.

Proposition 3: Let $\sigma$ be the input scheduler and $\sigma'$ be the output of Algorithm 2. Then $\forall s \in S : V^\sigma(\pi) \geq V^\sigma(s)$.

Proof: See [19].

Proposition 3 is enough to show that each round of scheduler evaluation and scheduler improvement produces a better scheduler for satisfaction of $\varphi$.

VI. EVALUATION

We evaluate our procedure on several well-known benchmarks for the PMC problem. First, we use one easily parametrisable case study to present evidence that the algorithm gives correct answers and then we present systematic comparisons with PRISM [2]. Our implementation extends the
PRISM simulation framework for sampling purposes. Because we use the same input language as PRISM, many off-the-shelf models and case studies can be used with our approach.

Remark 3 (Reinforcement Heuristics): Our approach allows us to tune the way in which we compute quality and reinforcement information without destroying guarantees of convergence (under easily enforced conditions) but netting significant speedups in practice. These optimisations range from negatively reinforcing failed paths to reinforcing actions differently based on their estimated quality. A description of these optimisations is beyond the scope of this paper; for further details, please refer to [19].

All our benchmarks were run on a 32-core, 2.3GHz machine with 128Gb RAM. The Java Virtual Machine used to run our algorithm was allocated 10Gb for the stack and 10Gb for the heap. Similar amounts of memory were initially allocated to PRISM, but we found that whenever PRISM needed substantial amounts of memory (close to 4Gb), the constraining resource became time and the program timed out regardless of the amount of available memory.

A. Parametrisation

Our algorithm’s parameters generally affect both runtime and the rate of convergence, with dependence on the MDP’s structure. In this section we will outline the methods used to decide values for each parameter.

- History \( h \): high \( h \) causes slower convergence, whereas small \( h \) makes convergence less likely by making sampling variance a big factor. From a range of tests done over several benchmarks, we found 0.5 to be a good overall value by achieving a balanced compromise.
- Greediness \( \epsilon \): experimentally, the choice of \( 0 < \epsilon < 1 \) influences the convergence of the algorithm. However, the heuristics we use do not allow us to set \( \epsilon \) explicitly but still guarantee that \( 0 < \epsilon < 1 \) (necessary for convergence). For details, see [22].
- Threshold \( \theta \): \( \theta \) is provided as part of the PMC query. To understand how the relation of \( \theta \) to the actual probability threshold affects performance, we present results for different values of \( \theta \). These values are chosen by first obtaining \( p \) through PRISM and then picking values close to it. In the absence of PRISM results, we gradually increase \( \theta \) until the property becomes false. Finally, interval estimation can give us hints on good estimates for thresholds.
- Numbers of samples \( N \) and iterations \( L \): the main factor in runtime is the total number of samples \( N \times L \). A higher \( N \) yields more confidence in the reward information \( R \) of each iteration. A higher \( L \) makes the scheduler improve more often. Increasing \( L \) at the cost of \( N \) without compromising runtime \( (N \times L \text{ constant}) \) allows the algorithm to focus on interesting regions of the state space earlier.

We ran several benchmarks using combinations of \( N \) and \( L \) resulting in the similar total number of samples, and found that a ratio of around 65:1 \( N : L \) was a good overall value. The total number of samples is adapted to the difficulty of the problem. Most benchmarks used \( N = 2000 \) and \( L = 30 \), with smaller values possible without sacrificing results. Harder problems sometimes required up to \( N = 5000 \) and \( L = 250 \). If the ratio \( N : L \) is fixed, \( N \) and \( L \) are just a bound on runtime. If \( \theta > p \), the algorithm will generally run \( N \times L \) samples, but if \( \theta < p \), it will generally terminate sooner.

- Number of runs \( T \): if a falsifying scheduler is found, the algorithm may stop (up to confidence in SMC). If not, then confidence can be increased as detailed in Section IV-F. We used between 5 and 10 for our benchmarks.
- Statistical Model Checking: the Beta distribution parameters used were \( \alpha = \beta = 0.5 \) and Bayes factor threshold \( T = 1000 \). For an explanation these parameters, see [22].

B. Correctness, Performance and Implementation

To showcase the correctness and performance of our implementation, we use a simple but easily parametrisable mutex scenario: several processes concurrently try to access a critical region under a mutual exclusion protocol. All processes run the same algorithm except for one, which has a bug that allows it to unlawfully enter the critical region with some small probability. We want to find the scheduler that makes a mutex violation most likely. We can add processes to increase the state and action space of the system, making it easy to regulate the difficulty of the problem.

Figure 2 demonstrates the behaviour of the learning algorithm (Algorithm 3). The graph plots the ratio of satisfied to unsatisfied sampled traces as the learning algorithm improves the initial scheduler. Although, as expected, learning takes longer for harder problems, the learning trend is evident.

![Fig. 2: Improvement of schedulers by Algorithm 3](http://www.prismmodelchecker.org/casestudies/index.php)

Correctness and performance results for the main algorithm (Algorithm 4) with different parameters are summarised in Table II. We vary the number of concurrently executing processes in the mutex case study, exponentially increasing the state space. Notice that the time necessary to run Algorithm
4 scales very favourably with the size of the state space. The probability presented is the result of performing interval estimation [22] using the algorithm’s most improved scheduler\footnote{Although we only present Algorithm 4 with hypothesis testing, interval estimation to produce probability estimates for the best scheduler found.}. It is not the estimated probability of satisfying the property with the optimal scheduler. The maximal probability has been computed by exact methods to be 0.988 in all cases.

1) Parallelisation: One major advantage of using SMC is that sampling is highly and easily parallelisable: all sampling threads have access to the original model and can work independently. This contrasts with the more monolithic approach of exact methods. Consequently, there are significant improvements with multi-threaded operation. However, since the rewards, $R^+$ and $R^-$, are shared information, threads have to synchronise their access. This results in diminishing returns.

By going from one thread to ten threads, we reduced runtime to under 25% of its original value and sometimes as low as 17%. Adding up to 20 threads still reduces runtime but only by another 5% of original runtime at best. This points at promising synchronisation reducing optimisations for future work. For these reasons, we used 20 sampling threads.

It is also worth noting that the algorithm itself uses a single thread but is extremely lightweight when compared to sampling. In all benchmarks, checking formulae, rewarding paths and updating schedulers usually account for less than 5% of runtime, and always less than 10%. The remaining time is spent sampling traces. Therefore, faster sampling methods for PRISM or other MDP specifications have the potential to decrease runtime very significantly.

C. Comparison and Benchmarks

Statistical approaches are usually very efficient because they only search and store information for a relatively small fraction of the state space. As such, to solve problems that intrinsically require optimal scheduling decisions to be made on all states, any statistical method would need to visit the entire state space, thus defeating its own purpose.

Fortunately, a large class of real life problems only require a relatively small set of crucial decisions to be made correctly; symmetry and structure arise naturally in many situations, making some regions of the state space more relevant than others for given properties. This notion of how structured a system is turns out to be an important factor on the performance of our algorithm. In this section, we explore some benchmarks where this phenomenon is evident and thus we divide them in three broad categories:

1) Heavily structured systems: these models are symmetrical by their very nature or because of simplifying assumptions. Common examples are distributed protocols, which have several agents running the exact same algorithm. We present two benchmarks about wireless communication taken from the PRISM benchmark suite.

2) Structured systems: these models have some symmetry, but due to noise or irregularity of the environment, not as much as the highly structured systems. Common examples are problems like motion planning or task scheduling by robots. We present a new and comparatively complex motion planning model to illustrate this case.

3) Highly unstructured (random) models: these models have no symmetry whatsoever and exist more as a thought experiment to take the idea of lack of structure to the extreme. We have implemented a random MDP generator for testing these models.

1) Heavily Structured Systems: Heavily structured systems often have small regions of the state space that regulate the satisfaction of pertinent properties, a feature that our algorithm exploits successfully. In these cases, exact methods also do well, as they can use symbolic approaches that collapse the many symmetries of these models to represent and manipulate the state space with very efficient encodings. Most available benchmarks from the PRISM suite fall under this category.

Since our approach does not represent the state space symbolically, it is not surprising that in several benchmarks of this kind we are outperformed by PRISM. We present only one of these benchmarks as a representative of its class. However, as we move towards more and more complex, unstructured benchmarks, our algorithm starts outperforming traditional methods. In Table III, we present two case studies: WLAN and CSMA. WLAN models a two-way handshake mechanism of a Wireless LAN standard. We can parametrise a backoff counter. CSMA is a protocol for collision avoidance in networks. We can parametrise the number of agents and a backoff counter. The comparison with PRISM for these two benchmarks is presented in Table III. Since it is known that hypothesis testing for SMC is much harder when \( \theta \) is close to the true probability threshold [22], we choose most values of \( \theta \) close to these thresholds to stress test the approach. Times (\( t \)) are presented in seconds and are an average of the time spent by 10 different executions of Algorithm 4, each with \( T_{\eta,p} = 10 \), i.e. 10 restarts until claim of \textit{Probably True}. The middle rows, \textbf{out}, show the result of hypothesis testing for the values of \( \theta \) in the top rows. It is important to notice that an \( F^\dagger \) result means that not all executions of the algorithm were able to find the counterexample scheduler.

Notice that for smaller values of \( \theta \), the elapsed time is typically shorter because we are allowed to stop as soon as we find a counterexample, whereas when the property is actually satisfied, we have to perform all \( T_{\eta,p} = 10 \) runs before claiming \textit{Probably True}.

2) Structured Systems: Structured systems also make fair benchmarks for our algorithm. They still have enough structure to cause some actions to be more important than others but,
because of natural irregularity or noise, lack the symmetry that characterises their highly structured counterparts. For this reason, symbolic methods fail to scale in such systems.

We present a new motion planning case study. Each of two robots living in a \( n \times n \) grid world must plan a course of action to pick up some object and then meet with the other robot. At each point in time, either robot can try to move 10 grid units in any of the four cardinal directions, but each time a robot moves, it has some probability of scattering and ending up somewhere in a radius of \( r \) grid units of the intended destination. Furthermore, robots can only move across safe areas such as corridors or bridges. Table IV showcases this benchmark with grids of several sizes. Times (\( t \)) are presented in seconds and are an average of the time spent by 5 different executions of the algorithm, each with \( T_{n,p} = 10 \) runs, i.e. 10 restarts until claim of \( \text{Probably True} \). The middle rows, \textbf{out}, show the result of hypothesis testing for the values of \( \theta \) in the top rows. For this case study, we use a negative reinforcement heuristic to aggressively avoid unsafe areas.

As the size of the grid increases, so does the starting distance between the robots and consequently the probability of failure. This is because the scattering effect has more chances to compound and impact the robots’ trajectory. Since PRISM failed to return an answer for the last two cases, we have analytically computed an upper bound on the expected probability of satisfying the property. For the case \( n = 75, r = 2 \), we expect the probability of satisfying the property to be lower than 0.998 and for the case \( n = 200, r = 3 \) it should be lower than 0.966. These are conservative estimates and the actual probabilities may be smaller than these values, as for example in case \( n = 200, r = 3 \) with threshold 0.95.

\textbf{3) Unstructured (Random) Systems}: Completely unstructured systems are particularly difficult for the PMC problem.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( \theta )</th>
<th>( t )</th>
<th>\text{PRISM}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot 70 ( n = 70 ) r = 2</td>
<td>0.85, 0.9</td>
<td>0.95, 0.95</td>
<td>timeout</td>
</tr>
<tr>
<td>Robot 200 ( n = 200 ) r = 3</td>
<td>0.85, 0.9</td>
<td>0.95, 0.95</td>
<td>timeout</td>
</tr>
</tbody>
</table>

TABLE IV: Experimental results in the motion planning scenario. Times in seconds. A * indicates that only some of the executions of the algorithm found a counterexample scheduler. Checking the formula \( P_{<\theta} \left[ \text{Safe} \cup \left( \text{pickup} \land \left( \text{Safe} \cup \text{RendezVous} \right) \right) \right] \).

On one hand, statistical approaches struggle, as no region of the space is more relevant, making directed search ineffective. On the other hand, symbolic approaches cannot exploit symmetry to collapse the state space and also fail to scale.

We implemented an unstructured MDP generator to evaluate performance in these systems for both approaches. Unsurprisingly, exact methods designed to take advantage of symmetry do not scale for these models and provide answers only for the smallest case studies. For large systems, our algorithm also fails to converge quickly enough and after 5 hours (our timeout bound) the best schedulers found typically still only guarantee around 20% probability of success (out of more than 60% actual probability for optimal scheduling for most case studies). The main reason for timeout is the slowdown of the method as larger and larger schedulers need to be kept in memory. Since there is no structure in the system, all regions of the state space are roughly as important as all others and as such, an explicit scheduling function must be built for all regions of the state space, which defeats the purpose of approximate methods.

VII. Conclusions and Future Work

Combining classical SMC and reinforcement learning techniques, we have proposed what is, to the best of our knowledge, the first algorithm to solve the PMC problem in probabilistic nondeterministic systems by sampling methods.

We have implemented the algorithm within a highly parallel version of the PRISM simulation framework. This allowed us to use the PRISM input language and its benchmarks.

In addition to providing theoretical proofs of convergence and correctness, we have empirically validated the algorithm. Furthermore, we have done extensive comparative benchmarks against PRISM’s numerical approach. PRISM managed to outperform our method for the class of very structured models, which a symbolic engine can represent efficiently. For large, less structured systems, our method provided very accurate
results for a fraction of the runtime in a number of significant test cases. In fact, the statistical nature of our algorithm enabled it to run, without sacrificing soundness, in benchmarks where PRISM simply failed to provide an answer due to memory or time constraints.

Future challenges for improving the effectiveness of this technique include learning of compositional schedulers for naturally distributed systems, i.e., one scheduler for each agent, and sampling strategies that skip over regions of the state space for which scheduling decisions are already clear.

We did not attempt to optimise PRISM’s sampling method. Since sampling accounts for over 90% of our runtime, any increase in sampling performance can have a decisive impact on the efficiency of the implementation. Further technical optimisations are possible by reducing synchronisation requirements and making the implementation fully parallel.

This work is a first step in the statistical verification of probabilistic nondeterministic systems. There are still many interesting possibilities for improving the functionality of the technique. For example, it would be interesting to investigate how to handle schedulers with memory. Another potentially interesting research direction would be adapting the work in [28] and [29] to extend our algorithm to allow the verification of temporal properties without bounds.
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